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Abstract

Enterprise information systems typically employ a decentralized architecture based on data stored across numerous
heterogeneous computing environments. These environments are also employed by other organizations that provide
services to a significant user base. With such user bases come volume and frequency of operations that are
unprecedented. Furthermore, systems that allow the execution of user-controlled queries can have unpredictable types
and patterns of operations. Consequently, unified enterprise data systems may lag behind such developments. Artificial
intelligence can counteract human operators’ limitations on detecting atypical situations in these decentralized systems.
However, current applications often result from piecemeal isolated initiatives by data scientists from diverse parts of
the organization, which quickly become technical debts. Four decisive aspects of fully supporting the atypical event
detection process with artificial intelligence and its implications on enterprise information systems have emerged from
a synthesis of the academic literature over the last several decades.First, a comprehensive taxonomy of current solutions
is essential to manage the large number of proposals, as the expressed needs of enterprises imply the possibility of
artificial intelligence detecting atypical events in any part of the data systems. Second, defining general characteristics
of the enterprise data systems’ architecture is key because many of the proposed solutions are strongly dependent on
these characteristics, especially aspects related to the sources of data and their pipelines. Third, the data requirements
and operational principles of the adapted technical solutions must be covered. Fourth, underlying requirements for data
governance, privacy, and security must be considered, together with the implications of regulatory pressures for the
application and development of artificial intelligence.
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1. Introduction

Modern enterprise data systems provide significant opportunities for efficient operations, effective decision-
making, and the creation of valuable assets. However, the increasingly distributed nature of such systems leads to
operational complexity that can be tackled using advanced Al-based techniques to detect anomalies in transactions and
generated data. Anomaly detection problems can be addressed using statistical and machine learning techniques,
including supervised, semi-supervised, unsupervised, and self-supervised approaches. While existing work has
proposed anomaly detection frameworks for enterprise data systems, these systems are based mainly on supervised
techniques that rely on labelled training sets.Four architectural considerations specific to any anomaly detection
application in distributed data systems shape the Al models’ design. A first aspect concerns the data source, and
especially the level heterogeneity among distributed data sets. A second aspect relates to the data pipelines where data
latency is often critical or even a requirement for the functioning of enterprise processes. Anomalies can be detected
closer to their origin, thus bypassing multilayer data pipelines. The third architectural consideration refers to feature
engineering for supervised methods. In most cases, the usefulness of the final trained models depends on how
informative the features are and basic domain knowledge is used to identify relevant dimensions. Self-supervised pre-
trained foundation models simplify the adaptation of representation learning techniques to specific applications.
1.1. Overview of the Study and Its Objectives
Current large-scale data-driven systems rely on real-time processing of data mixed from various sources. These systems
are susceptible to various forms of operational abnormality that may have a costly impact on business processes, such
as faulty transaction handling in a banking system or delayed response to user requests in a streaming service. Such
abnormalities can be detected by Al models with feature representation learning capabilities, trained on past patterns of
the data stream. Each anomaly report triggers an investigation into the cause immedi- ately or within a few hours,
although not all anomalies are necessarily harmful. Anomaly detection techniques can be classified into two broad
categories: supervised and unsupervised. In the supervised setting, a sequence of normal and abnormal patterns is used
to train an anomaly detector, while in an unsupervised system, only normal sequences are used to train the detector.
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Fig 1: Adaptive Representation Learning for Real-Time Anomaly Detection in Heterogeneous Distributed Data Pipelines
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According to the characteristics of data sources, systems, and pipelines used in distributed enterprise data
systems, different types of model can be trained and evaluated in production, during a period— during which the system
is running normally in the wild. During this learning phase, the model learns to detect abnormalities, extracting the
features that help in distinguishing between normal and anomalous patterns. During normal operation, the Al model
generates anomaly reports whenever it detects an unusual pattern. A data pipeline can be very complex, moving data
through many data sources and transformations. Latency must be kept low because the consumers are interested in real-
time or near-real-time updates. Data sources are heterogeneous; some produce continuous streams of Data, while others
send periodic updates. A single anomaly model cannot be trained for every data stream.

2. Background and Motivation

The purpose of any organizational computing system is to support strategic business objectives. Consequently,
managing external resources, customers, suppliers, and internal processes should result in clean information stored in a
distributed enterprise data system. However, operational, logical, or semantic errors can occur in the data. These
anomalies arise sporadically and vary in volume, type of occurence, or severity.

Enterprise data systems now collect data in heterogeneous forms from multiple sources. Due to pollution from
common operational processes, complete and clean training datasets are rarely available. In addition, the growing focus
on environmental sustainability combined with the need for faster deliveries to the market imposes added constraints
on the design and implementation of the business processes and their support systems. Consequently, detection latency
has become an important consideration in the design.

2.1. Fundamental Concepts and Definitions

Anomaly detection (AD) is a well-studied field of machine learning (ML) that aims to characterise rare events
in a dataset that differ significantly from the majority of observations. AD tasks traditionally fall into three categories:
(i) supervised detection of known rare events, (ii) unsupervised detection of unknown rare events, and (iii) detection of
rare-event patterns in a self-supervised manner. Supervised methods typically require training sets with labelled normal
and anomalous observations, while unsupervised techniques aim to learn a model from the normal class only, without
using any samples from the rare event categories. Self-supervised approaches utilise partially labelled data with a few
instances from the anomaly classes. More recently, AD-formulated zero- and few-shot methods have emerged. These
methods thrive with large pretrained models that capture the complex notion of normality through representation
learning and can generalise from limited prior knowledge about the potentially infinite types of anomalies.

AD studies can be classified according to (i) the composition of the model training data and (ii) the interactions
between input features and model architectures. In supervised and semi-supervised AD, the training set includes a subset
of the predefined anomalies. In unsupervised and self-supervised AD, no training data is available for the anomaly
classes. Unlabelled AD methods have an inherent advantage, as real-world anomaly events — such as fraud, failures,
or security breaches — occur only infrequently in distributed enterprise data systems. Training a proper supervised
detection model requires a lot of anomaly data, although domain experts can easily define the detection classes and
provide labelled data when needed. Therefore, unsupervised and self-supervised approaches are the default choice for
AD in enterprise data systems.

Illustrative comparison of anomaly detection paradigms in enterprise settings
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Fig 2: Generalized Anomaly Scoring Framework for Streaming Events in Distributed Enterprise Pipelines
Equation 1) Core anomaly-detection setup
Let a distributed pipeline emit events/records over time (streaming or batch).
Represent each event at time ¢ as a feature vector:
X, € R4
Goal: compute an anomaly score s(x;) such that higher scores mean “more unusual,” then alert if score exceeds a
threshold :
alert(x,) = 1{s(x;) > 1}

3. Taxonomy of Anomaly Detection Techniques

A wide variety of architecture frameworks that enable the detection of anomalies in enterprise data systems
are instantly being developed. These frameworks adopt distinct high-level views, different sets of types of anomaly
detection algorithms, and diverse aspects which are examined and taken into consideration. Therefore, posing the
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question of how these frameworks can be informed and categorized. Possible considerations are the detections which
are made and the underlying fault detection model. The Al-based framework presented in previous studies is classified
together with a number of other frameworks built for detecting anomalies in enterprise data systems, highlighting the
fundamental principles and properties of the anomaly detection models which are being employed.

Any anomaly can potentially indicate an unusual activity. In security applications, anomalies represent all the
different types of attacks in place. In processes, various causes or process disturbances can introduce anomalies (the
misbehaving components can be detected in a supervised way). In an enterprise data system, people or processes that
are not acting normally can introduce an anomaly/incident. However, there are no labelled examples providing a clear
distinction between relevant and normal behaviors because labelled data is not available a priori. Recognizing patterns
of domain experts, gaining experience over time, performing certain domain tests, and even using methods such as
anomaly detection can aid in defining anomalies for categorizing and studying incidents.

3.1. Supervised and Semi-Supervised Methods

Supervised models for anomaly detection learn the distinction between normal and abnormal observations
from labelled training data and require sufficiently large amounts of labelled data for optimal performance. Training or
semi-supervised classifiers learn to separate normal and anomaly classes is a natural extension of traditional classifiers
for anomaly detection. Class and region overlapping problems, however, may impose challenges for classifiers'
generalizability and are generally overlooked. Some approaches leverage the implicit transfer ability of models pre-
trained on general tasks, which in conjunction with smaller amounts of labelled data have helped model the
representation capability of generative models. These generative models are included in the classifiers' formulation in a
similar fashion to traditional transfer learning.

Semi-supervised and supervised models have also been evaluated in the unsupervised setting, with nearest
neighbour based methods and one-class SVM's among the top performers. Additional techniques have also been
explored to reduce the severity of the overfitting problem, including augmenting the normal training set with generated
samples, meta-learning, and adversarially augmenting the training set. Other constructive ideas include using modality-
specific supervised classifiers in a multi-modal setting, where generic visual classifiers operate on the visual modality
and an audio classifier distinguishes the logical sounds from background noise, and learning directly from labelled
anomaly-free regions in normal samples.
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Fig 3: Hybrid Augmentation and Generative Transfer: Mitigating Class Overlap and Data Scarcity in Multi-
Modal Anomaly Detection
3.2. Unsupervised and Self-Supervised Approaches

Unsupervised techniques identify anomalies without explicit supervision by training with data free from
explicit anomalies. Unsupervised learning seeks to utilize reasonable assumptions on normal data to isolate anomalies
for example, data density modeling, where the learned data density is low in the region of the anomalies or inventing
normal data to train supervised classifiers. In terms of representation learning, a factorization will hold, with the feature
inference model having contributions that is piece-wise linear order preserving with respect to the normal object features
such that the errors converge to normal data density. The condition that is softer than just requiring that the density
measure is bounded away from zero to hold. An image reconstruction based anomaly detection method posing the
learning of normal data to better detect anomalies using only the general distribution of the data without labeling, and
based on the patch ranking strategy.

Self-supervised learning assumes the component of the object transformation invariant to the classes, which
although may not hold in unlabeled data, is often a reasonable assumption for some classes constituting the main
components of natural images. One of the self-supervised models proposed aims at representation learning through
colorization and considers the applications to both standard image classification and anomaly detection, showing
appealing performance in both tasks on multiple databases. A recent approach, addressing image anomaly detection
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without explicit semantic knowledge or with limited labelled samples, builds a photo-sketch aligned Transfer
Convolutional Neural Network (TS-CNN) model, consisting of a photo-view generative model and a sketch-view
discriminative model.

4. Architectural Considerations in Distributed Environments

Local Al deployment for anomaly detection in enterprise data systems at large scale pose architectural
challenges. These arise from a multitude of data sources—hboth structured and unstructured—originating from numerous
operational systems, are consolidated and managed in complex cloud-based environments These include data lakes and
warehouses. Used for Business Intelligence, Advanced Analytics and Machine Learning, they are the ideal candidates
for self-service feature engineering pipelines that ensure high data freshness, an important attribute for use cases with
low latency requirements.

Four aspects are of interest: the diversity of the sources and data types; the requirements imposed by the
pipelines responsible for their preparation; the conditions within the cloud that enable the automation of the detection
system; and possible solutions to ensure that security and privacy govern all access to the enterprise data. Data
governance is central to the regulatory compliance of organizations and is also key in third-party collaborations.
Anomaly detection requires special attention because it represents the first big step toward the protection of any data
assets.

Equation 2) Supervised anomaly detection as probabilistic classification
Step-by-step derivation (logistic model)
1. Model the conditional probability:
p(y=11x) =c(W'x+b)
2. Sigmoid definition:
1

1+e2

o(z) =
3. Likelihood for a dataset {(xi,yi)}?znlz
cow by =[ [ A =p0S0, pi= oW+ b)
4. Take negative log-likelihood (to nii:r:imize):
t(w,b) = Z[yllogpl + (1 —y)log(1 —p)]

5. Anomaly score can be the predicted probablllty
sx)=ply=11x)
Synthetic stream illustrating anomalies (spikes) and drift (mean shift)
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Fig 4: Probabilistic Supervised Anomaly Detection Using Logistic Modeling in Enterprise Data Systems
4.1. Data Sources and Heterogeneity

Production data coming from different sources (log files, application programming interfaces, business data
lakes, etc.) have a variety of information structures, content, and semantics. Among them, business information
management processes or economic flows, which represent a succession of actions, are typically generated in relational
database systems (e.g., enterprise resource planning). Data coming from other sources capture and describe a variety of
independent events, usually with strong spatiotemporal characteristics. For example, several systems can inject log and
monitoring information in security information and event management systems, detecting anomalous events that might
affect service availability or confidentiality: (i) Intrusion detection systems or firewalls that generate messages/actions
when undesired packets are detected; (ii) Network monitoring systems that identify congestion and saturation issues;
(iii) Application servers that generate indicators when abnormal functional behavior is detected; (iv) Middleware
services that alert when a transactional event with abnormal execution time is detected ("The order has been shipped"
in 10 s instead 10 min as an example); etc.
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As a consequence, enterprise data systems can consolidate and support the analitical exploration of a great
variety of production data: (i) Data generated by business processes on relational database systems; (ii) Monitoring data
that summarize the evolution of quality indicators; and (iii) Process log and event data. The analysis of the described
data has different purposes: (i) Business activity intelligence and management; (ii) Data quality and process quality
measurement; and (iii) Security monitoring. Nevertheless, whereas conditions and guards are well defined for
supervised anomaly detection in business data, the others are not formalized, and the introduction of Al presents the
opportunity to automate anomaly detection without strong constraints.

4.2. Data Pipelines and Latency Constraints

Al-Based Anomaly Detection Frameworks for Distributed Enterprise Data Systems (2025) — Al-based
Anomaly Detection (AD) applications for Enterprise Data Systems operate in far distant geolocalized distributed
environments. Such Enterprise Data Systems are typically composed of a large number of heterogeneous data sources,
transport systems, data integration and storage facilities, and cyber-physic control infrastructures. The self-healing of
these distributed CI/CS systems requires the continuous operation of complex Data Pipelines opened at a minimum.

Anomalies generated by rare combinations of events and circumstances often escape AD learning and AD
detection, because they do not satisfy the minimal condition for optimal generalization. Self-Supervised Feature
Engineering methods can be applied to shallow Feature Representation Learning for Multi-Source Heterogeneous
Datasets and how to implement Ultra-Low Latency Model Monitoring and Anomaly Detection procedures able to close
the loop of Enterprise Data Systems self-healing at the minimum Distribution Center-to-End latency during a full
Distribution Cycle.

Latency constraints are inherent to all Data and Control Pipelines opened at the minimum in the Enterprise
Data Systems. The supervisory real-time Al/ML models precociously governing these Pipelines must self-correct, at
least during their training process, by analyzing the residuals of the particular self-supervised Task adopted. Such
residuals are stored in the Architecture Data Warehouse for Multi-Mission and Multi-Domain Service in PaaS and then
exploited for all AI/ML Tasks associated with the Best Practices and the Expert's Know-How re-training strategies.

These methods can be exploited for shallow Feature Representation Learning of Multi-Source Heterogeneous
Datasets, focusing on coupled Pipelines, and for Ultra-Low Latency Model Monitoring and Anomaly Detection
procedures able to close the loop of Enterprise Data Systems self-healing at the minimum Distribution Center-to-End
latency during a full Distribution Cycle.

5. Al Models for Anomaly Detection in Enterprise Data Systems

Anomaly detection can be based on various Al models, such as clustering and classification algorithms, neural
networks, or spatial-temporal analysis. A specific subgroup employs feature representation learning, which can be
implemented in customized ways within broader learning models. While the previous sections focused on the underlying
data sources and the properties of distributed enterprise data systems, these dimensions now become parameters that
shape the anomaly detection techniques suitable for the given contexts. Therefore, the following sections discuss both
the selection and the realization of the Al models.

For each of the four subgroups of anomaly detection techniques, the discussion centers on the most relevant
aspects of the model architecture and training for applications in distributed enterprise data systems. Special attention
is placed on feature creation and data representation, as these dimensions influence the models deterministically if an
explicit representation is provided; in contrast, for architectures like clustering and spatial-temporal models, the
dimensions exhibit a strong impact and should be thus carefully managed. All-Machine Learning and clustering-based
anomaly detection techniques are addressed together, given their frequent dependency on characterization and
dimensionality-reduction methods—in both cases, an explicit representation is pre-specified, and any generative-
comparator architecture should be viewed cumulatively with a dedicated model for low-level detection.

Table 1. Comparison of Anomaly Detection Paradigms for Enterprise Data Systems

AD paradigm Needs anomaly labels? | Typical model family Enterprise fit (label scarcity)
Supervised Yes (many) Classifier (DNN/GBM) Low

Semi-supervised | Some One-class / PU learning Medium

Unsupervised No Density / clustering / reconstruction | High

5.1. Feature Engineering and Representation Learning

Anomaly detection frameworks generally rely on classic machine learning or deep learning classifiers trained
on labelled data for the respective downstream tasks. Labelled data, however, is commonly difficult to acquire in
enterprise environments. Data with high cardinality are particularly prone to the aforementioned challenges, low
sample-count classes increase the risk of overfitting and may reflect model bias in production. In these cases, the use of
deep one-class classifiers that effectively learn a decision frontier around one of the classes can help tackle class-
imbalance issues. However, their performance still hinges crucially on the quality of the engineered features, especially
when custom and non-DNN feature-extraction techniques are employed.

Self-supervised feature learning is a celebrated paradigm that alleviates the need for costly labels and captures
relevant semantics for downstream tasks. Contrastive learning for image representation learning requires pairing
information and has been adapted for graph-structured data. Graph-contrastive learning employs diffusion-based or
random-walk similarity measures to generate node pairs and clusters of hard negatives from a family of augmentations.
Such sampled pairs can be useful for training a GNN when paired information is expensive or infeasible to label while
still supporting a contrastive objective. Beyond the usual visual domain, contrastive-learning algorithms have been
successfully applied to synthetic tabular features learned from relational data for the purpose of tabular anomaly
detection. Representations extracted from such self-supervised frameworks serve as the foundation for downstream
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Fig 5: Self-Supervised Contrastive Representation Learning for Robust Anomaly Detection in High-Cardinality
Enterprise Environments
5.2. Model Training and Evaluation in Production

Given that anomalies are rare events in enterprise data systems, labeled datasets are often unavailable and
costly to obtain. To address this, the training phase may focus on the rebalancing of the multiple classes in the dataset
by CSM techniques such as over-sampling or augmenting the rare example classes, or by simply employing a metric
such as the Matthews correlation coefficient score — it explicitly accounts for the balancing of the classes. In self-
supervised methods, the model generates the labels. In either case, model performance metrics should reflect the cost
of misclassifications.

The evaluation of the activated anomaly model can take place in production by using concepts that can exploit
the inherent temporal ordering of the sequences produced by a data pipeline. As long as a portion of the production data
remains free of anomalies, the model predictions could produce a stream of predictions that should ideally remain always
unchanged during the temporal analysis and that rarely switch to predictions associated with anomaly class. Given this
potential, a simple evaluation of “drift detection” in the model could even be performed at inference time, without
requiring any expensive hyperparameter tuning of exploitable drift-detection techniques. Other evaluation methods,
such as online model selection or Online AUC Up-date and Maintenance, could also prove useful. These techniques
could remove the burden of re-evaluating the anomaly models in a manual manner or offline phase.

Toy example: autoencoder-style reconstruction error for anomaly detection
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Fig 6: Production-Phase Model Evaluation and Drift-Aware Monitoring for Enterprise Anomaly Detection
Systems
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6. Data Governance, Security, and Privacy Implications

Many industries are highly regulated, and companies are constantly challenged to meet the requirements of
regulators while meeting the demands of their clients at a competitive price. The storage, processing, and distribution
of large amounts of data, including documents, images, video, etc., in public or private clouds carry the risk of misuse
or exposure of sensitive information. Anomalies created by malicious users, system failures, or data migration to a
different data source should be detected as early as possible to prevent data corruption and improve user satisfaction.
To that end, the detection systems must fulfill also the principles of governance, security, and privacy.

Besides legal compliance, detection systems present ethical and moral aspects, directly related to the user.
Artificial Intelligence itself cannot be biased, but biased decisions may be made as the result of a lack of germane data
classification. The user segment must be clearly defined, and the Al model must be strictly tested when it is
implemented. In order to be inside privacy regulation such as the General Data Protection Regulation (GDPR), the
training data (for supervised methods) and testing data (for unsupervised and self-supervised methods) must not contain
sensitive personal information, such as name, surname, bank account, social security number, and e-mail.

Equation 3) Unsupervised “normal-only” modeling via Z-score (1D) and Mahalanobis distance (multi-D)
3A) Z-score (single feature)
Assume a scalar feature x is approximately normal during healthy operation.

2. Estimate mean and std from normal history:

n n
1 1 ,
HZZI Xis 7= 15 12(951‘—.“)
i=1 =1
3. Standardize:
X—p
7 =
g
4, Score with absolute deviation:
s(x) = |z|

5. Alertif|z| > 7 (e.g., T = 3).
3B) Mahalanobis distance (multiple features)

For x € R4, estimate:
n

1 1 < .
u=_EXi; L= E(Xi—ll)(xi—ll)
n n—1.1
i=

i=1
6.1. Regulatory Compliance and Ethical Considerations

Both data governance and security must be constantly enforced and examined in relation to human rights as
laws pose a social framework for the company. Ideally, ethical, legal, and social considerations should act together from
the beginning of the modelling choices until its integration. Both privacy and security are specific points that can directly
affect a company’s sales and economic sustainability and should therefore be designed with special attention to possible
biases. In the same way of security, even if the relevance of different biases could change with the market, sales, or
company social role, at least one framework should be available in the process to discover, track, and eliminate main
biases. Regulatory compliance is expansive in its branches for banking but developed companies in different fields
should evaluate the introduction of a data ethics board. An EDB consists of a multidisciplinary group to ensure data is
used in an accountable manner and that no data-based decisions perpetuate or increase bias or inequality.

The communication with customers is another important point. When customers know how their data are being
used and they can trust in the company to protect them from an unauthorized use, they are more likely to authorize the
use of a wider data set. And wider data means better models, with less risk to introduce biases and better predictions
and optimization overall. In many cases, communication should be designed at different levels (e.g. all personal data
will only be used for forecast improvement; temperature, space, and market data will also be used to segment company
in the same way that effectiveness was done after three years of gained experience). Therefore, the level of
communication will be strictly related to company marketing planning and external image.

7. Conclusion

In summary, an Al-based anomaly detection framework has been proposed as a solution to safeguard critical enterprise
data assets that are stored and processed across distributed systems. During their journey through the enterprise data
ecosystem, important negative subsequences are labeled and annotated with business context for continuous model
evaluation, training, and adaptation in production environments. The resulting general-purpose AD model evaluates the
trained model in an unsupervised setting at every production cycle, leveraging representation learning techniques to
automatically learn effective embeddings for any given pipeline stage. Furthermore, a taxonomy of AD techniques has
been developed, distinguishing between supervised/semi-supervised methods that learn from positive examples only
and such that do not require any labeled examples. Existing AD methods have been positioned within this taxonomy,
and the applicability of supervised/semi-supervised methods has been examined in a wide-range scenario.
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Fig 7: Behavioral Audit Allocation

Looking ahead, Al-based systems will continue to expand and impact humans outside testing environments.
As Als exert a growing influence on human lives, the ethical implications of their behavior will increasingly be put
under scrutiny. Inspecting whether Al systems act in accord with human intentions is crucial to their responsible
deployment. Thus, to ensure ethical systems while promoting Al innovation, techniques that allow Al behavior to be
interpreted, audited, and controlled will continue to be an active area of research. These techniques constitute a form of
anomaly detection for Al systems and can be classified into three categories: verification, monitoring, and constraint-
setting. Verification techniques operate during the design or testing phase, monitoring techniques observe Als in
production, and constraint-setting techniques strictly limit the permissible behavior of Als during production. The
annotation framework proposed in this work can be seamlessly integrated into the existing AD landscape and provide
labeled data for the effective training of behavior verification networks.

7.1. Summary and Future Directions

This research proposed an Al-based anomaly detection architecture for enterprise data systems. Adopting a
data-centric perspective, it encompassed the broad spectrum of data used in complex organizations, from enterprise
applications to internal communications and client feedback. Multiple monitoring levels were envisaged, from niche
solutions targeting specific data types to enterprise-wide systems ingesting all data. The unique enterprise data
ecosystem required architectural adaptation across anomaly detection stages, from data ingestion to model training and
governance.

Anomaly detection is a vast domain, and existing studies only partially address the complex data ecosystem
present in large organizations. The broad and varying nature of considered enterprise data requires a taxonomy tailored
to consider the specifics of both detection and monitoring, proven through an exhaustive bibliographic review. Future
work will articulate dedicated frameworks covering the entire process from data sources to governance and privacy
concerns.
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